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Abstract

The Galois group tells us a lot about a linear homogeneous dif-

ferential equation - specifically whether or not it has “closed-form”

solutions. Using it, we have been able to develop an algorithm for

finding “closed-form” solutions.

First we will compute the Galois group of some very simple equa-

tions. We then will solve a more complicated one, using the techniques

of the algorithm. This example illustrates how the algorithm was dis-

covered and the kinds of calculations used by it.

1 Introduction

Every student of calculus wants a formula to solve differential equations. Of
course that is impossible, at least if we want “closed-form” solutions. The
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situation is analogous to that of polynomial equations. We’d like to have
a formula for solutions in terms of radicals, and we know from the Galois
theory that we can’t.

In fact, the Galois group tells us a great deal about the kinds of solutions that
an equation has. That is, after all, the point of the Galois theory. Therefore
one wants to compute the Galois group of an equation.

That was my point of view when I started working on [6]. I wanted to find
some criteria to determine the Galois group of a differential equation. I
wanted them to be explicit, and easy - at that time pencil and paper was the
accepted form of symbolic computation.

What came out, to my surprise, was an explicit algorithm to either find a
“simple” solution or to prove that none exist.

There are no new ideas in the algorithm. It is simply brute-force calculation.
And the hardest parts were worked out in the 19th century.

According to Felix Ulmer and Jacques-Arthur Weil [13], algorithms for find-
ing rational solutions are in Liouville [7] (1833).

Ulmer and Weil also claim that algorithms for finding algebraic solutions are
in Fuchs [2] (1878) and Pèpin [9] (1881). But Michael Singer [11] claims
that these authors did not give a complete decision procedure, and that
Baldassarri and Dwork [1] were the first to have done so.

An algorithm for finding Liouvillian solutions requires the Picard-Vessiot
(Galois) theory, and so awaited the work of Kolchin in this century.

The original algorithm has some severe implementation difficulties. But re-
cent work as eliminated most of the problems. Most of the recent work done
to improve the algorithm is due to Abramov, Bronstein, Singer, Ulmer, and
Weil.

There is a web version for 2nd and 3rd order equations:

http://www-sop.inria.fr/cafe/Manuel.Bronstein/sumit/bernina_demo.html
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A very nice, and complete, description of the history of the algorithm and
further developments is Michael Singer’s survey article in [5, Direct and in-
verse problems in differential Galois theory, p. 527–554]. The bibliography
has 168 items!

For expositions of Picard-Vessiot (differential Galois) theory see: Kaplansky
[3], Kolchin [4], Magid [8], and van der Put-Singer [14].

2 The DE

We consider a second order linear homogeneous ordinary differential equation

z′′ + az′ + bz = 0

where a, b ∈ F = C(x) (and x′ = 1). There is a change of variables that
“normalizes” the equation. Let

y = e
1

2
az

then
y′′ = (b − 1

4
a2 − 1

2
a′)y .

If we can find y we can find z, at least up to the problem of integrating 1
2

∫

a.
But that is a “easier” problem and we consider it “solved”. In fact, there is
an algorithm, called the Risch algorithm, for integration.

Throughout the remainder of this talk, we consider only

y′′ = ry

where r ∈ F = C(x). We call this the DE.

There are several types of solutions that we are particularly interested in.

Definition 2.1. Let η be a solution of the DE.

1. η is algebraic if it the solution of a polynomial equation over F

2. η is primitive if η′ ∈ F, that is η =
∫

f for some f ∈ F,
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3. η is exponential if η′/η ∈ F, that is η = e f .

The third should really be called “exponential of a primitive”.

Definition 2.2. A solution η of the differential equation is said to be Liou-
villian if there is a tower of differential fields

F = G0 ⊂ G1 ⊂ ... ⊂ Gm = G,

with η ∈ G and for each i = 1, ..., m, Gi = Gi−1(ηi) with ηi either algebraic,
primitive, or exponential over Gi−1.

A Liouvillian solution is built up by integration and exponentiation. So we
get log’s, the trig functions, but not things like the Bessel functions. These
are “closed-form” solutions familiar to a first year calculus student.

This is a little more generous than “elementary” functions (logs and exp’s
only) in that we allow arbitrary indefinite integration.

Proposition 2.3. If y′′ = ry has one Liouvillian solution, then every solu-
tion is Liouvillian.

Use reduction of order: set y = ηz where η is a Liouvillian solution. One
finds that ηz′′ + 2η′z′ = 0. Therefore z =

∫

1
η2 and y = η

∫

1
η2 is another

Liovillian solution.

3 Picard-Vessiot (differential Galois) theory

We learned in college that the DE has a “fundamental system of solutions”
η,ζ . This means that η and ζ are functions that satisfy the equation and
are linearly independent over constants (C). In addition, every solution is a
linear combination over C of η and ζ .

We also learned that linear independence is equivalent to the Wronskian

W =

(

η ζ
η′ ζ ′

)
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having non-zero determinant

det W 6= 0

Observe that

(det W )′ = (ηζ ′ − η′ζ)′ = η′ζ ′ + ηζ ′′ − η′′ζ − η′ζ ′ = ηrζ − rηζ = 0 .

Thus det W ∈ C.

Consider the differential field (F = C(x))

G = F〈η, ζ〉 = F(η, ζ, η′, ζ ′) .

Definition 3.1. The group of all differential automorphisms of G that leave
F invariant (element-wise) is called the differential Galois group of the G over
F and is denoted by

G(G/F) .

If σ ∈ G(G/F), is a differential automorphism over F then ση and σζ are
solutions of the DE. Therefore

σ
(

η ζ
)

=
(

η ζ
)

(

aσ bσ

cσ dσ

)

,

where

c(σ) =

(

aσ bσ

cσ dσ

)

is an invertible (since σ is an automorphism) matrix of constants, i.e.

c(σ) ∈ GL (2) = GL(2) .

But we can do better. Since aσ, bσ, cσ, dσ ∈ C, we have

σ

(

η ζ
η′ ζ ′

)

=

(

η ζ
η′ ζ ′

) (

aσ bσ

cσ dσ

)

.

i.e.
σW = Wc(σ)

5



Taking determinants we have

σ(det W ) = det W det c(σ)

But
σ(det W ) = det W

since det W ∈ C. Therefore det c(σ) = 1, i.e.

c(σ) ∈ SL(2) .

Theorem 3.2. The mapping

c : G(G/F) −→ SL(2) = SL (2)

is an injective homomorphism whose image is an algebraic subgroup of SL(2).

There is a “fundamental theorem of Galois theory”, i.e. a bijection between
algebraic subgroups of G(G/F) and intermediate differential fields F ⊂ E ⊂ G.

Theorem 3.3. If η1, ζ1 is another fundamental set of solutions of the DE
then the image of c1 in SL(2) is conjugate to the image of c.

I.e. There is an element X ∈ SL(2) such that

c1(G(G/F)) = X c(G(G/F)) X−1 .

4 Example 1

Consider y′′ = y. Then ex, e−x is a fundamental system of solutions and

G = F〈ex, e−x〉 = F(ex) .

Because (ex)′ = ex, we must have

(σex)′ = σex
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for every σ ∈ G(G/F). This implies that

σex = dσe
x and σe−x = d−1

σ e−x

for some constant dσ ∈ C Therefore

σ
(

η ζ
)

=
(

η ζ
)

(

dσ 0
0 d−1

σ

)

i.e.

G(G/F) ≈
{(

d 0
0 d−1

)∣

∣

∣

∣

d ∈ C

}

⊂ SL(2) .

5 Example 2

Consider

y′′ = − 1

4x2
y .

One solution is η =
√

x. We get the other one by reduction of order, so a
fundamental system of solutions is

η =
√

x, ζ =
√

x log x .

Now we can compute the Galois group. Let σ ∈ G(G/F). Then

ση = ±η .

log x is a solution of y′ = 1/x and every solution of that equation is of the
form log x + c for some constant c. Therefore

σζ = ±
√

x(log x + cσ) = cση ± ζ

Thus

G(G/F) ≈
{(

1 c
0 1

) ∣

∣

∣

∣

c ∈ C

}

∪
{(

−1 c
0 −1

) ∣

∣

∣

∣

c ∈ C

}
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6 The four cases

Theorem 6.1. There are precisely four cases that can occur.

Case 1. G is triangulisable, i.e. G is conjugate to a subgroup of
{(

c d
0 c−1

) ∣

∣

∣

∣

c, d ∈ C, c 6= 0

}

Case 2. G is conjugate to a subgroup of
{(

c 0
0 c−1

) ∣

∣

∣

∣

c ∈ C, c 6= 0

}

∪
{(

0 c
−c−1 0

) ∣

∣

∣

∣

c ∈ C, c 6= 0

}

Case 3. G is a finite group: the tetrahedral group, the octahedral group or the
icosahedral group.

Case 4. G = SL(2).

7 Case 1

Suppose that

G ⊂
{(

c d
0 c−1

) ∣

∣

∣

∣

c, d ∈ C, c 6= 0

}

and η, ζ is a fundamental system of solutions relative to G. For every σ ∈
G(G/F),

σ
(

η ζ
)

=
(

η ζ
)

(

cσ dσ

0 c−1
σ

)

so
ση = cση .

We say that η is a semi-invariant.

Let θ = η′/η then

σθ =
ση′

ση
=

cση′

cση
= θ =⇒ θ ∈ F = C(x) .
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We say that θ is an invariant.

θ satisfies the Riccati equation

θ′ + θ2 =
ηη′′ − η′η′

η2
+

(

η′

η

)2

=
ηη′′

η2
= r .

i.e. the Riccati equation has a rational solution.

8 Case 2

Suppose that

G ⊂
{(

c 0
0 c−1

) ∣

∣

∣

∣

c ∈ C, c 6= 0

}

∪
{(

0 c
−c−1 0

) ∣

∣

∣

∣

c ∈ C, c 6= 0

}

Then either

ση = cση and σζ = c−1
σ ζ, or

ση = −c−1
σ ζ and σζ = cση

Therefore
σ(ηζ) = ±ηζ

so (ηζ)2 is an invariant and is in C(x). We write

(ηζ)2 = a
∏

i

(x − ci)
ei

for some ei ∈ Z, a, ci ∈ C.

Let

φ =
(ηζ)′

ηζ
=

1

2

((ηζ)2)′

(ηζ)2
=

1

2
a

∑

i

ei

x − ci

One computes that
φ′′ + 3φφ′ + φ3 = 4rφ + 2r′ .

This is the Riccati equation associated to the third order linear homogeneous
differential equation satisfied by ηζ . In this case it has a solution of a very
special sort.

9



9 Case 3

For the tetrahedral group,

ξ = (η4 + 8ηζ3)

then ξ3 is an invariant (and therefore is in C(x)) and

φ =
ξ′

ξ
=

1

3

(ξ3)′

ξ3

satisfies a 4th order Riccati equation.

For the octahedral group,
ξ = η5ζ − ηζ5

and ξ2 is an invariant.

φ =
ξ′

ξ
=

1

2

(ξ2)′

ξ2

satisfies a 6th order Riccati equation.

For the icosahedral group

φ = η11ζ − 11η6ζ6 − ηζ11

is invariant and satisfies a 12th order Riccati equation.

10 Case 4

This case is the easiest. The DE does not have Liouvillian solution.

11 Another example

Consider

y′′ =

(

x2 − 2x + 3 +
1

x
+

7

4x2
− 5

x3
+

1

x4

)

y = ry
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We are going to try for Case 1, so we look for a rational solution θ of the
Ricatti equation

θ′ + θ2 = r

Since θ ∈ C(x), it has a partial fraction decomposition

θ =
an

xn
+ · · · + a1

x

+
b1m1

(x − c1)m1

+ · · · + b11

x − c1

+ · · ·

+
brmd

(x − cd)md

+ · · ·+ bd1

x − cd

+ f0 + · · · + fex
e

I separate out the pole x = 0 because it is a pole of r. The others (c1, . . . , cd)
are not. It turns out that the Riccati equation can have singularities that
are not present in the original equation.

It’s easier to use Laurent series. Look first at 0:

θ =
a

xn
+ · · · + b

x
+ · · · .

From the Riccati equation we get

− na

xn+1
+ · · · + a2

x2n
+ · · · = r =

1

x4
+ · · ·

It immediately follows that

n = 2 and a = ±1

Using the Riccati equation again, we get

−2a

x3
− b

x2
+ · · ·+ a2

x4
+

2ab

x3
+ · · · =

1

x4
− 5

x3
+ · · ·

therefore
−2a + 2ab = −5
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So we have the possibilities:

a = 1 b = −3

2
θ =

1

x2
− 3/2

x
+ · · ·

a = −1 b =
7

2
θ = − 1

x2
+

7/2

x
+ · · ·

Now let’s try some other point:

θ =
a

x − cn
+ · · ·

From the Riccati equation we get

− na

(x − c)n+1
+ · · ·+ a2

(x − c)2
+ · · · = 0 + · · ·

so
n = 1 and a = 1

So far

θ =
1

x2
− 3/2

x
+

d
∑

i=1

1

x − ci
+ f0 + · · ·+ fex

e

or

θ = − 1

x2
+

7/2

x
+

d
∑

i=1

1

x − ci
+ f0 + · · ·+ fex

e

Unfortunately we do do not know, yet, what d is or what the ci are (not to
mention the polynomial part).

Next we look at ∞. Write

θ = axn + · · ·+ bx + cx−1 + · · ·

Then
naxn−1 + · · ·+ a2x2n + · · · = r = x2 + · · ·
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Therefore
n = 1 and a = ±1

So
θ = ax + b +

c

x
+ ·

and, from the Riccati equation,

a + · · · + a2x2 + 2abx + 2ac + b2 + · · · = x2 − 2x + 3 + · · ·

Comparing coefficients we get

a = 1 b = −1 c =
1

2
θ = x − 1 +

1/2

x
+ · · ·

a = −1 b = 1 c = −3

2
θ = −x + 1 − 3/2

x
+ · · ·

From our analysis of the finite poles we had two possibilities for θ. The first
was

θ =
1

x2
− 3/2

x
+

d
∑

i=1

1

x − cd
+ f0 + · · ·+ fex

e

= fex
e + · · ·+ f0 +

d − 3/2

x
+

?

x2
+ · · ·

Comparing with the first case above we have

e = 1, fe = 1, f0 = −1, d − 3/2 = 1/2, d = 2

Comparing with the second case we have

e = 1, fe = −1, f0 = 1, d − 3/2 = −3/2, d = 0

But we had a second possibility for theta:

θ = − 1

x2
+

7/2

x
+

d
∑

i=1

1

x − cd

+ f0 + · · ·+ fex
e

= fex
e + · · ·f0 +

d + 7/2

x
+

?

x2
+ · · ·
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Comparing with the equations we got at ∞ we have

e = 1, fe = −1, f0 = 1, d + 7/2 = −3/2, d = −3

which is impossible.

The last case is

e = 1, fe = −1, f0 = 1, d + 7/2 = −3/2, d = −5

which is also impossible.

Let’s try for d = 0. In that case

θ =
1

x2
− 3/2

x
+ 1 − x

We try this in the Riccati equation and get

θ′ + θ2 = x2 − 2x + 3 − 5

x
+

23/4

x2
− 5

x3
+

1

x4
6= r

This is not the right answer! So θ does not give a solution.

On to the case

θ =
1

x2
− 3/2

x
+

1

x − c1
+

1

x − c2
− 1 + x

We do not know what c1 and c2 are.

Let

ω =
1

x2
− 3/2

x
− 1 + x

and
P = (x − c1)(x − c2)

Then
η = e θ = Pe ω

is supposed to be a solution of the original DE (y′′ = ry). This gives

P ′′ + 2ωP ′ + (ω′ + ω2 − r)P = 0
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or

P ′′ +

(

2

x2
− 3

x
− 2 + 2x

)

P ′ + (
4

x
− 4)P = 0

Substituting P = x2 + ax + b one easily finds that

P = x2 − 1 = (x − 1)(x + 1)

So c1 = 1, c2 = −1.

The solution to the original DE

y′′ = ry

is
η = Pe ω = (x2 − 1)e

1

x2
−

3

2x
−1+x = x−3/2(x2 − 1)e−1/x+−x+x2/2

12 Higher order

First of all, there really are only two cases: either the equation has a Liou-
villian solution or it doesn’t. And if it does, the Lie-Kolchin theorem tells
us that the DE will have a Liouvillian solution if and only if the connected
component of the identity of G, denoted by Go, is triangulizable:

Go =











c11 c12 · · · c1n

0 c22 · · · c2n
...

. . .
...

0 0) · · · cnn











For every σ ∈ Go,
ση = c11η

so

σ
η′

η
=

η′

η

Because Go has finite index in G,

η′

η
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is algebraic over C(x). The degree d is the index of Go in G. Then the
symmetric functions in η, ζ of degree d are invariants. These are solutions of
a Riccati equation of order at most d.

Unfortunately, the index of Go in G may be arbitrarly large. However we do
have:

Theorem 12.1. If G ⊂ SL(n) has a non-trivial triangularizable subgroup
(not necessarily Go, but always G0), then the index is no greater than a
computable number I(n).

I(n) tends to be rather large, for example

I(2) = 384, 064 .

The following was proven by Michael Singer [10] and [11].

Theorem 12.2. Given a linear homogeneous differential equation of order
n

y(n) + an−1y
(n−1) + · · · + a0y = 0 ,

there is an algorithm that either finds a Liouvillian solution or proves that it
has none.

13 The Galois group

The algorithm actually tells us something about the Galois group of the
differential equation. In case 1, for example, the group is reducible (trian-
gularizable). We can break the cases into various subcases and refine the
algorithm to determine which subcase the equation belongs to.

For example, in case 1 could have d = 0. In this case the group is diagonal

G =

(

c 0
0 c−1

)

,

and ηζ is an invariant. If c is an n-th root of unity, then ηn is an invariant.

Singer and Ulmer [12] actually calculate the Galois group.
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